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Once a researcher has defined variables conceptually and operationally, the researcher can begin to select or to develop methods of measurement.  There are several guidelines that should be followed.

1.  Measures should be consistent with the definitions of the variables.  


For example, if fluency with math problems is one outcome (dependent) variable, the researcher needs to measure accuracy and speed with which students solve math problems.  A measure might be the rate of correct and incorrect problems solved per minute.  Likewise, if one input (independent) variable is the faithfulness with which teachers follow a written instructional protocol, then the researcher cannot just measure (describe) HOW teachers teach, but must measure how teachers teach in relation to the written protocol.  The researcher would have to describe the teaching methods in the protocol AND how the teacher USES those methods.  

2.  Measurement should be direct.   


When persons have a lung infection, they often have a fever with it.  What would you want your physician to measure, to see if you are getting well:  the amount of infection in your lungs, or your temperature?  Temperature is an INDIRECT measure of lung infection.  And it may NOT be valid.  Your fever may be gone but you still have an infection.  Likewise, if reading proficiency is an outcome variable, then reading proficiency (e.g., accuracy and speed of decoding, comprehension of text) is what you should measure.   How much students enjoy reading, or how much they read outside of school are INDIRECT measures of reading proficiency.  Students who read well are likely to enjoy reading and to read more.  But these measures may not be valid; some students read a lot, but not well.
3.  The researcher should measure at the proper level or scale of measurement.  


Consider the variable, color.  There are four “scales” or “levels” for measuring 
it.

a.  
You could simply take each color sample and name it---say the category it is in.  This is called “nominal” level measurement.  Think of “name.”

b.
You could rank each color sample from lighter to darker.



Darkest red

             Dark red



Medium red



Light red



Lightest red



This is called “ordinal” level measurement.  Think of order.

c.
You could use a scale of equal intervals.  



“How much red would you say is in this fabric?”

                                     1       2        3       4

                         |____|____|____|____|

                     very little                   mostly



This is called “interval level” measurement.

d.
You could use an instrument that measures exactly how much white is in each color sample.  The instrument gives you a number.  This number is a measure of brightness. This is called “ratio-level” measurement.  One sample may have 25 white units.  Another may have 50 white units.  The first one has half the amount of white as the second.  The ratio is 1 to 2.  Ratio level.


Let’s look at each level or scale in more detail.  Here are some useful websites.

http://web.uccs.edu/lbecker/SPSS/scalemeas.htm#3 

http://www.math.sfu.ca/~cschwarz/Stat-301/Handouts/node5.html 

http://allpsych.com/researchmethods/measurementscales.html 

http://en.wikipedia.org/wiki/Level_of_measurement  

http://www.kimberlyswygert.com/archives/002750.html 

Again, there are four levels of measurement: nominal, ordinal, interval, and ratio.  Each next level provides more precise information than the others.


Nominal level.   The lowest level of measurement.  Nominal level or nominal scale measurement implies qualitative (type) not quantitative (amount) differences. It refers to kinds or types of things. Nominal measurement consists of naming or putting the things measured into categories.  For example, you could categorize students into two groups: students who receive free and reduced lunch and students who don’t receive free and reduced lunch.  Other examples of nominal measurement include marital status (married, divorced, separated, single), occupation, and ethnic identity.


If you are measuring some variable (e.g., error correction) on a nominal scale, you would simply put each instance of error correction in one of several types that you had already identified.   For instance, one type might be modeling the correct answer.  Another type might be explaining why the student made an error.  The third type might be calling on another student to demonstrate the correct answer.  After you have collected the data (put all instances of error correction in the proper categories), you would summarize the data simply by counting the number of instances in each category.  

Data on how teacher corrected math errors during one lesson

Modeled correct answer and then tested………………12

Explained why student made error………………………..20

Called on another student to come to the ……………..8

board and show the correct way.

With NOMINAL data, you can 

(1) Figure out how many instances are in each category.

(1) Figure out the percentage of the total that is in each category.


Model and test = 12/40 = 30%


Explain = 20/40 = 50%


Call on another = 8/40 = 20%

(3)  Figure out the most frequent category.  Explaining = 20.  The most frequent category is the mode, or the modal category.
Please restate the three ways that you can summarize NOMINAL data?


Ordinal level.   An ordinal-scale or ordinal-level measure implies a rank order of degrees or amounts of something, but not equal intervals between the degrees or ranks.  Probably most opinions---attitudes, perceptions, and feelings---are in reality ordinal-level. Ordinal measurement consists of placing the things measured into ranks.  For example, teachers might observe students reading and then place each student in one of three ranks: Proficient/advanced; Basic; and Below basic.  This ranking indicates differences in proficiency but, as with nominal measurement, it does not give precise information (such as how many correct words students read per minute).  Also the differences between the ranks aren’t necessarily equal.  That is, the difference in proficiency between Below basic and Basic, and between Basic and Proficient/advanced may not be equal.  The difference in proficiency between Basic and Proficient/advanced may be far greater than the difference in proficiency between Below basic and Basic.  This is why you cannot give a number to each rank, and then add up the rank scores (2, 3, 3, 2, 2, 2, 1, 1, 3, 3, 2, 2) and then divide by the number of scores (12) and find the average rank!  Because the distances between the ranks aren’t equal.  The NUMBER of a rank isn’t a numerical VALUE.  It isn’thing more than the NAME of a rank.  So, if you measure things by giving their rank order (e.g., you assign each student the rank Proficient/advanced; Basic; or Below basic), you properly summarize the data by simply 

(1) Figuring out how many students are in each rank and then perhaps   

      figuring out the percentage of the total number that is each rank.  For 

      example, there are 12 students.


Proficient/advanced = 4 = 33%


Basic = 6 = 50%


Below basic = 2= 17%


If you then use a better reading program, you hope that the 
DISTRIBUTION of rankings changes to, for example,

Proficient/advanced = 4 = 33%


Basic = 8 = 67%


Below basic = 0

(2)   Figuring out the most frequent rank, or the mode---which, above, is  

       “Basic.”

(3)   Figuring out the rank that is in the middle---about 50% of scores are above 

       and below it.  Here are the data from above. 1 = Below basic; 2 = Basic; 3 =

       Proficient/advanced.

       1, 1, 2, 2, 2, 2, 2, 2, 3, 3, 3, 3

       The middle of the distribution is 2.  This is called the median.
Here is another distribution.   Income for nine persons.

$100,000
$60,000
$60,000
$20,000
$20,000
$20,000
$10,000
$8,000
$8,000

What is the middle score—about half are above and half are below it?  $20,000


Interval level.  Interval level measurement is the kind of information provided by thermometers.  There are a series of intervals (e.g., degrees) that are equal, and there is no true zero (there is no such thing as zero temperature).  Interval level measurement is often provided by rating scales that ask persons to answer questions such as:

“Place an X in the spot that best represents how teacher-friendly (that is, well-organized, lots of instructions, easy to use) your new math materials are.”

              1      2      3        4


|____|____|____|____|               

Less friendly                     More friendly

Or, “How much do you agree with the following statement?  “Our school provides timely and adequate supervision and assistance?”

 1.   Strongly agree.

 2.   Agree

 3.   Disagree

 4.   Strongly disagree.

When it is assumed that the intervals are equal, it is okay to summarize scores by calculated the mean, or average.  You add the scores and divide by the number of scores.

For instance, here are the scores of 10 persons on the above question.

3 persons gave a rating of 3, or 3 x 3 = 9.

4 persons gave a rating of 2, or 2 x 4 = 8

3 persons gave a score of 1, or 1 x 3 = 3

Total score = 9 + 8 + 3 = 20.  20 total divided by 10 scores = 2.  The average or mean score is 2.


Ratio level.   Ratio-level or ratio-scale measurement is real numbers.  There can be true zero (e.g., zero episodes of aggression occurred; zero income).  In addition, there are equal intervals between quantities; e.g., the difference between 0 and 1, 1 and 2, etc., is 1. 


Ratio level measurement is the most precise.  It provides information on the number of times (e.g., number of questions answered correctly), or the rate (e.g., number of words read correctly per minute), or percentage of times (e.g., the percentage of errors teachers correct) that something happens.  Ratio level information is usually provided through direct observation or through tests that enable the observer to count instances of identified variables (e.g., correct answers).


With ratio-level measures you can do many operations to summarize data.  Here are data on reading fluency.

      Billy = reading 100 correct words per minute
      Sam = reading 90 correct words per minute
  
 Slim = reading 90 correct words per minute
  
 Darren = reading 110 correct words per minute

 Nancy = 80 correct words per minute

 Terri = 90  correct words per minute
      Tim = 95  correct words per minute

(1) Figure out the mode, or most frequent score.  90.

(2) Figure out the median, or the middle score.  

     80, 90, 90, 90, 95, 100, 110  = 90 (3 scores are above and 3 are below 90)

(3) Figure out the mean, or average.

   80 + 90 + 90 + 90 + 95 + 100 + 110  = 655, divided by 7 scores = 93 mean or  

   average score

4.  Figure out percentages.  For example, the mean fluency when the teacher used Phud Phonics was 93 correct words per minute, and the mean fluency after the teacher used a new reading program (Fluent Phonics) for three months rose to 100 correct words per minute.  What is the percentage increase?

From 93 to 100 = increase of 7

What percentage of 93 is 7?

7/93 = approximately 8%

Going from a mean of 93 to a mean of 100 is an increase of about 8%.

A few cautionary comments
1. You can use a lower-level scale for measuring a variable that could be measured on a higher level, but you lose information. For example, you can measure fluency on a nominal scale by categorizing each student as either “Rapid,”  “Moderately fast,” or “Slow.”  But this means that several students that are in the same category could actually have different EXACT fluency rates.   You might treat these students the same (e.g., put them in the same reading groups based on their nominal category), when they are actually different.   It also means that you don’t know EXACTLY how many words students read correctly per minute.  Therefore, it is best to use the highest (more precise) level of measurement that you can. 

2. However, you CANNOT (!!!) use a higher-level scale to measure a variable that is really on a lower scale. For example, the three different methods of error correction (above) are just categories.  The categories don’t imply differences in the amount or quantity of anything.  Therefore, you cannot give each category of error correction a number…..


    Model correct answer is 1


    Explain error is 2


    Another student demonstrates is 3.


And then add up the number of 1’s, 2’s, and 3’s…..

         Model and test = 12  12 x 1 = 12

         Explain = 20    20 x 2 = 40

         Call on another = 8   8 x 3 = 24

     And then figure out the mean…..

        12 + 40 + 24 = 76    76 divided by 40 scores = 1.9  = average or mean error    

         correction.

     This makes no sense at all.  The different kinds of error correction aren’t 


     WORTH any points.  Explaining (a 3) isn’t worth 3 times modeling (a 1).     


     These numbers are no more than names.

 4.  When possible, the researcher should have several measures of the same variables.  


This is called “triangulation.”  The idea is, if different measures say much the same thing, you can have greater confidence in the validity of the finding.  For instance, a researcher might give students mastery tests every 10 lessons of a math program.  The tests are based on curriculum materials that were covered.  At the end of the semester, the researcher also gives students a standardized test on math.  If the curriculum based measures and the standardized test (that has different kinds of items on it) both say that students have learned the material, then you can have more confidence in the findings than if you had only one measure.


Here are resources on standardized tests.

http://www.ncrel.org/sdrs/areas/issues/students/earlycld/ea5lk3.htm
http://nces.ed.gov/nationsreportcard/about/ 

http://en.wikipedia.org/wiki/Standardized_testing
http://www.sizes.com/society/test_scores.htm
5.  Researchers should assess and report the reliability of measurement.


Observers and testers should be trained ahead of time to follow a testing or observing protocol---steps on exactly what to do.  They should be observed testing or observing, and coached to use the protocol faithfully.  Scores of the SAME observer or tester scoring the same thing several times should be compared to see how much the two sets of scores agree.  This is called intra-observer (within the same observer) reliability.  Also, different observers or testers scoring the same thing should be compared---again to see how closely they agree.  This is called inter-observer (between observer) reliability.  If reliability (agreement) is below 90%, then either observers and testers need more training, or the definitions of variables need to be clearer (maybe they disagree because the definitions are vague), and the protocols need to be made easier or clearer.  Researchers should describe how they trained observers and testers, and how they assessed reliability.  If not, the consumer has no way to tell if the scores are valid.

Analyzing Statistical Data

Please examine the entries in “Vocabulary” at the end of this document for mean, median, mode, plot on a graph, relationship, and trend.

Let’s say authors are reporting survey research of schools that used one of two kinds of math programs.  Program A (there were several versions) taught all of the elementary math concepts and operations before it had students apply these skills to word problems.  Program B (there were several versions) focused on word problems, and taught students the relevant math concepts and operations at the same time.  The authors believe that Program A will yield higher achievement.  So, they divide the schools in the district into schools that use Program A vs. Program B, and they also collect information using district official statistics on the percentage of students who pass end of grade tests (as an outcome measure of achievement.)  The authors report, “In general, students who received Program A achieved significantly more than students who received Program B.”

Will you use Program A?  Will you avoid Program B?


The authors don’t tell you what it means that “students who received Program A achieved significantly more than students who received Program B.” They are leaving out essential statistical information.

Summary statistics 


For each class in each school that used Program A and Program B, you want to know:

1.  The average score---the mean.  The sum of all of the scores in a class divided by the number of scores.     

                  65+ 69 +  70 + 75 + 78 + 80 + 80 + 87+ 93 + 93+ 96  =    886  =   80.5
                                                      11                                           11
2.  Notice that the mean is 80.5, but scores range from 65 to 96.  Range is another statistic to present.  Shouldn’t consumers know that a program can produce a WIDE range of scores?  Wouldn’t you want to know if a medication produced a wide range of effects?

3.  The most frequent score.  This is the mode, or modal score.  What is the modal score?.... 80.   Again think of medicine.  Can you imagine asking your physician, “What is the most likely outcome?”  Of course.

4.  The middle score.  This is the median.  This is an important statistic.  It tells you which score is about half way in the distribution (spread) of scores.  What is the median score from the above distribution?  80.  Why is it important?  Well, imagine that five students scored in the 90s.  These scores make the mean or average pretty high.  If the mean were the only statistic you had, you might think that the class as a whole did well.  But what if the middle score was 80?  Half of the class got lower scores than 80. So, the median tells you not to be fooled by a high mean that is really the result of a few very high scores, or vice versa.

5.  Percentages or ratios vs. whole numbers.  Don’t be satisfied if a researcher reports percentages or ratios but not the whole numbers—raw numbers.  One researcher reported that students who received a certain pre-school program (vs. a different pre-school program) were twice as likely---two decades later--to have been arrested for felonies.  Many readers were completely fooled by this statistic.


“Boy, I’m never going to use THAT program.  It makes kids twice as 
likely to become criminals!”

Sure, that’s how it looks if you only report percentages and ratios (twice as likely).  But what if you found out that after 20 years there were only three persons left in the samples for each pre-school program?  And what if “twice as likely” means that in one pre-school sample, ONE adult had been arrested for felony, and in the other pre-school sample, TWO adults had been arrested.  In other words, percentage-wise, the difference is 200 percent.  But in terms of whole numbers or raw numbers, we are talking about ONE person.  Do you think THAT is significant? Could it just as easily be a difference of ONE arrest in the OTHER sample?  Of course.  So, if authors don’t report the raw numbers, you have NO idea if the percentages and ratios are meaningful.  200 percent more of WHAT?  One!?

Statistical Significance


In the survey, above, the researchers collected data on student achievement when students used one of two kinds of math programs.  They report that “students who received Program A achieved significantly more than students who received Program B.”   We wondered what that meant.  The researchers told us PART of what that meant by giving us summary statistics for each class:  the range of scores, the mean score, the modal score, and the median score.  The researchers’ claim, remember, is that the mean, median, and modal scores for students in Program A are significantly higher than the mean, median, and modal scores of students in Program B.  But what does “significantly higher” mean?   Significance means two things:  practical and statistical.


Practical significance.  You join a program to lose some weight.



“I can stand to lose a few pounds.  I have to walk sideways 



through the doorway.”

So, you join Whale Watchers.  You pay 100 dollars a month for advice, feedback, encouragement, and menus.  At the end of one year, you have lost 10 pounds!

Wow!   

1200 dollars.  

10 pounds.

Would you say that the result is of practical significance?
Can you walk straight through a doorway?

Can you fit into your swim suit?

Can you see your feet?

NO?

So, 10 pounds isn’t of practical significance.


Statistical significance.  But what if almost everyone in Whale Watchers (thousands of persons) lost from between 5 and 15 pounds?  What are the odds of that, if Whale Watchers did not work?  What are the odds that so many persons losing weight--even if it is only a little weight---is a fluke, random, chance?  That is what statistical significance is about.  If you have large samples, even small but consistent differences between the samples on some outcome measure are probably statistically significant---NOT likely to be the result of chance.  [However, small differences may not be practically significant.  Would you change an entire reading program just because program C produces on average 2 points higher achievement?]


At the same time, with small samples, it takes larger differences for the differences to be statistically significant.  Imagine two weight loss programs.  Whale Watchers and Pie Anonymous.  Imagine that there are five persons in each group.  At the end of the year, the mean weight loss in the five Whale Watcher clients was 6 pounds, and the mean weight loss in the five Pie Anonymous clients was 7 pounds, or 8 pounds, or even 9 pounds?  Do you think those differences COULDN’T EASILY be the result of CHANCE?  Of course they could be chance!  Imagine you did the study again.  Do you think you would get the same outcomes?  No, sorry, a small difference between small samples isn’t statistically significant.  With only samples of five persons, you could easily get small differences by chance.


There are many kinds of tests of statistical significance.  It depends on the kind of data you have---nominal, ordinal, interval, or ratio.  Basically, the test tells you the chances that results could be chance.  For example, a test might say, p = < .05  This means that the chances of getting the scores you got (e.g., the differences in the achievement scores for one group vs. another group) are less than 5 in a hundred.  The question is, CAN you live with that?  Is it okay to be wrong 5 out of 100 times?  Would 95% confidence that the effect of a drug was real and not chance be high enough for you?  How about the effect of a reading program?  It would probably be satisfactory to have statistical significance at the .05 level.  After all, you are only going to put the new program in once.  The odds are 95 out of 100 in your favor.  But if you used the program in 100 school districts, the results might be chance---not the result of the program---5 times.


Here are some resources on statistical tests.

http://www.graphpad.com/articles/interpret/principles/stat_principles.htm
Citation: H.J. Motulsky, Analyzing Data with GraphPad Prism, 1999,

GraphPad Software Inc., San Diego CA, www.graphpad.com.

http://www.itl.nist.gov/div898/handbook/prc/section1/prc13.htm
http://www.surveysystem.com/signif.htm
http://en.wikipedia.org/wiki/Statistical_significance
http://www.statpac.com/surveys/statistical-significance.htm
Correlation


Let’s say you are doing research that is looking to see IF there is a causal relationship between, say, how often teachers provide immediate and specific praise (input, independent variable, intervention), and the rate at which students give correct responses (outcome, dependent variable, effect).  You have a pool of 50 children in fourth grade.  The 50 children are assigned at random to two classes:  Experimental group (teacher gives immediate and specific praise---”I love the way you answered with a full sentence!”---after almost every correct response); Control group (teacher gives delayed, general praise after one out of four correct responses.  “Good job.”).  Here are the data.

Rate             Control group

30|    

25|

20|




      *                   *

15|       *     *   *        *        *  * *     * *    *    * * *   *     * *

10|     *  *  *         *  *   *    *  *     * *          *         *

  5|   *           *

     ---------------------------------------------------------------------

                 5          10          15         20      25      30        35

                               DAYS
            Experimental group









   *

   Rate                                          *              *  *    *  *

   30|                                       *    *    *  *    *        *

   25|              *   *  *       *  *   *        *    *

   20|                   *  *   *  *     *             *

   15|         * *   *

   10|

    5 |  * * *

       ---------------------------------------------------------------------

                 5          10          15         20      25      30        35

                              DAYS

Let’s draw a best fit line through the data points.

Rate               Control group

30|    

25|

20|




      *                   *

15|       *     *   *        *        *  * *     * *    *    * * *   *     * *

10|     *  *  *         *  *   *    *  *     * *          *         *

  5|   *           *

     ---------------------------------------------------------------------

                 5          10          15         20      25      30        35

                               DAYS

               Experimental group


   RATE






     *

   35|                                               *              *  *    *  *

   30|                                       *   *     *   *    *        *

   25|              *   *  *       *  *   *       *    *

   20|                   *  *   *  *     *                    *

   15|         * *   *

   10|

    5 |  * * *

       ---------------------------------------------------------------------

                 5          10          15         20      25      30        35

                               DAYS

Notice that there is almost no change in the rate of correct responses in the control group.  The rate begins at around 12 correct responses per lesson, and ends at around 15 correct responses 35 days later.  However, there IS an increase in the rate of correct responses in the Experimental group.  The group began with 6 correct responses per lesson and rose to about 35 correct responses per lesson 35 days later.  But how STRONG is the relationship between timely, specific praise and correct responses?  How accurately (closely) does the number of days students receive timely and specific praise predict the number of correct responses on that day?  Well, look at the plotted data for the experimental group.  If the correlation between praise and correct responses (if the prediction of correct responses from knowledge of days of praise) was perfect (100% accurate), then all of the data points would be right on the best fit line.  But they aren’t.  This means that if on Day 20, you predicted 30 correct responses (as the line says), you would be off by 5 responses. The actual number of correct responses on Day 20 was 35.  Check some of the other data points.  What does the line predict for a day, and what is the actual number for that day?  


So, does knowing the day enable you to predict rate of correct responses better than if you pulled a number out of a hat?  Yes.  Why?  Because there IS an association (correlation = CO-relation) between days of praise and correct responses.  


There are statistical techniques that tell you just how strong the relationship is.  The number they give you is the “correlation coefficient.”  The table, below, is from Wikipedia.  It shows the shape of a line, and it shows data points around the line.  The numbers to the right are the correlation coefficient.  For instance, the top left plot shows data points almost right on the line.  This means that the correlation between one variable and the other is very high = .96.


In the second line down, the correlation coefficient is .76.  Notice that there is more variation.  The same spot on the across axis is associated with several different values on the up axis.


The correlation in the third row down is even weaker.  Notice that any value along the across axis is associated with MANY values along the up axis.  The coefficient is .32.


In the fourth row down, there is hardly any association at all. And the coefficient is .03.


The fifth line shows zero relationship.  Knowing the value on the across axis does not give you any information about what the values on the up axis might be.
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http://en.wikipedia.org/wiki/Correlation

Examine the graph, below.

Books read last year     
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                                                              Shoe size

Is there a trend here?  Yes, people with tiny feet (infants) don’t read much.  And when people get older—and their feet get bigger---they read more.  But some people with big feet hardly read any books.  So, how well does shoe size predict the number of books a person reads?   How strong is the association?  Look at the table above from Wikipedia.  The plot above looks like the fourth row down on the Wikipedia table.  A correlation coefficient of .03.  Almost nothing.

Here’s another graph.
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Words a Person Reads Correctly Per Minute

It shows data for 21 teenagers.  We know two things about each person:  how many books they read last year and how many words they read correctly per minute (reading fluency).  So, if you look at the bottom left corner, it PLOTS the data for one person.  He reads 20 correct words per minute (very slow) and he read 2 books in a year.  


Now look at the right side of the graph.  Two persons read at a rate of 200 correct words per minute; one read 12 books and the other read 14 books. 


Do you see a trend?  For example, does the number of books per year change as the fluency increases?  Yes.  You can see that the higher the fluency, the more books persons read.  Fluency IS correlated with, and it predicts, the number of books read.


Notice that the best fit line does NOT connect the plotted data points in a zig-zag line.  It cuts through them so that there are about as many above it as below it.

Pick a value along the across (input, predictor) axis.  Say, 100 words per minute.  The best fit line predicts that persons reading at 100 words per minute will read how many books?....  (See arrow)….  8 books.  Now how many books did our teenagers reading at 100 words per minute actually read?... 4, 6, and 10.  We predict 8, but we get a range from 4 to 10.  This is PRETTY strong.  Check the Wikipedia table.  Which plot does our book plot look like?... I’d say the third row down.  The correlation coefficient is .32.


Here are more resources on correlation.

http://www.neatideas.com/cc.htm 

http://www.surveysystem.com/correlation.htm
http://ssed.gsfc.nasa.gov/lepedu/IA-CorrCoeff.html 

http://en.wikipedia.org/wiki/Pearson_product-moment_correlation_coefficient 

