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An experimental research strategy usually involves comparison of two or more situations (classes, schools, districts) that (through random assignment or through matching on important factors, such as race and social class) are the same in every way possible, but that differ in the few factors (such as curriculum materials, teaching methods, leadership style) whose effects or outcomes (e.g., achievement) you are testing. 

One group is the experimental group, that receives the intervention.  The other is the control group (that receives the usual “treatment”) or is an alternative treatment group, that receives a different intervention that is being tested. 

Certain design elements make the data from experiments more valid (accurate), and therefore more believable and useable.   These design elements are:

a.  Samples are representative of the population for which the findings are relevant.

b.  Randomization or matching are used to produce equivalent groups.

c.  Variables to measure are clearly defined: conceptual definitions (general) and operational definitions (examples; things to measure).

d.  A wide range of variables is measured so that a comprehensive picture is obtained; e.g., achievement, student engagement, the quality of a curriculum, the quality of instruction, and teacher satisfaction are all measured.

e.  The same variables are measured in several different ways (triangulation)to see if they support the same finding; e.g., achievement is measured by a standardized test, by frequent curriculum-based measures (tests that are in the curriculum materials), and teachers’ perceptions of students’ progress.

f.  Measures (e.g., how to count behavior) and instruments (for tests) are validated.

g.  Measurement (e.g., testing) is checked for tester or observer reliability.

h.  Both pre-tests and post-tests are given.  Even better, data are also collected periodically during an intervention to see if there is any trend; e.g., gradual vs. rapid change.

i.  The experiment is replicated (done again) with similar samples (to see if the findings are consistent and strong---not a fluke), and with different samples (to see if the findings apply elsewhere).

This is a kind of experiment in which data are taken (for example, on students’ math skill) before and at the end of an “intervention,” a teaching method is used, or a change is made in class.  If nothing else changed between the pre-test and post-test (except the delivery of instruction), then it is likely that any increase in students’ knowledge (shown by comparing the pre-test scores and post-test score) is the result of instruction.


A pre-test, post-test design with one group is not as powerful as a pre-test, post-test design that uses an experimental group and control group.  If you have only one group, other factors COULD have operated between the pre-test and the post-test that affected post-test scores.  For example, some children got tutoring, and that made their scores higher.  If the researcher concludes that the class scores were higher at the post-test BECAUSE of the new math curriculum, this claim would be invalid.

The experimental design that has equivalent experimental and control groups means that any OTHER changes in the groups between the pre-test and the post-test (e.g., tutoring) could have happened to both groups. Therefore, the ONE main difference is STILL the difference in curriculum.

Research Strategies:  Experimental Research

PUT IN DEF FROM TABLE

Experiments involve collecting data on groups of people (from small groups to samples of communities or larger units) that have experienced differential exposure to some variable or variables (the "condition"). Experiments are of several kinds.

A. Laboratory Experiments, in which participants are studied in a place established by the experimenter; e.g., a laboratory study in which children in a play room are reinforced by an adult every time they put their toys away or clean up after themselves, in order to test the effects of reinforcement on cleaning-up behavior.

B. Field Experiments, in which participants are observed in natural surroundings, such as existing classrooms, in stores, on the street, and at the beach. For example, at a national park, the experimenter might reinforce children whenever they put trash in trash cans. Obviously, the generalizability  of the findings from the field experiment is likely to be greater than that from a laboratory experiment. However, the laboratory allows more control over possible sources of contamination. (There always are trade-offs).

C. Contrived Experiments, in which the experimenter (either in a laboratory or in a field setting) manipulates  participants' exposure to the experimental variables whose effects are being studied.

D. Naturalistic Experiments, in which the experimenter has little or no control over the participants' exposure, or perhaps even over possible extraneous variables. Examples of naturalistic experiments include: 


1) studies of changes in social support, cooperation, and interpersonal sentiments before and after a natural disaster; 2) differences in students' enjoyment of the learning process, and accomplishments, under different instructional situations (self-paced vs. teacher-paced; peer-tutoring vs. independent work); and 3) staff morale and rate of job turnover, and scores on student achievement tests, before and during ABC legislation.


Numerous experimental designs (e.g., the pre-test, post-test, experimental and control group design vs. the time series design) and experimental procedures (e.g., blind vs. double-blind; random allocation vs. matching) are employed to weaken rival hypotheses and to provide evidence of a causal connection between the independent (experimental) variable(s) and the dependent variable(s). The designs and procedures differ in their cost, feasibility, ethical acceptability, and inference-power. 


Experiments can use all of the recording methods described above. 

I. LEGEND

X = exposure of a group or an individual (e.g., in a single-subject design) to experimental (i,e., independent) variables (i.e., events, conditions or treatments). The experimenter may or may not have control over this  exposure. 

O = observation or measurement. Were the validity and reliability of instruments and measurement established prior to use? Was observer reliability checked periodically during the experiment? 


Left-to-right dimension = time order.


X's and O'x in a vertical line mean that observation and exposure to or change in experimental variables occur simultaneously.

R = random assignment to comparison groups. Was matching used to make groups more equivalent on certain variables? Or was randomization used to give all possibly contaminating (extraneous) variables an equal chance to be in all groups? Was the equivalence of comparison groups assessed pior to or after a pre-test?

II. DESIGNS: PRE-EXPERIMENTAL, EXPERIMENTAL, AND 
QUASI-EXPERIMENTAL
A. Pre-experimental Designs


Pre-experimental designs have either no comparison groups or comparison groups whose equivalence is indeterminate.

1. One-shot Case Study. In this design there is almost complete absence of control over (or at least a determination of) extraneous variables that might account for the findings. Since there is no pre-test and no comparison group, inferences that X had an effect are based upon a comparison between the one case studied and other cases observed and remembered. That is, a causal inference (that X has an effect on the dependent variables observed) is based on general expectations of what the data would have been had X not occurred.
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2. One Group Pre-test Post-test. One group is exposed to the presence of X or a change in X and is measured before and after this has occurred. The design at least enables you to compare the dependent variable(s) before and after X. However, the absence of a comparison group (e.g., in design 4) or the absence of a series of changes in the independent variable(s) (e.g., introducing and then removing an intervention several times [in design 8]), means that one cannot rule out plausible rival hypotheses (explanations) for differences between pre- and post-test (e.g., maturation).
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3. Static-group Comparison. One group is exposed to X and is compared with another group which is not exposed to X. However, the absence of a pre-test means that one cannot determine whether the groups were equivalent with respect to the dependent variable(s) or other extraneous variables.
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B. True Experimental Designs


These designs provide formal means (pre-tests and/or comparison groups created by random allocation) for  handling many of the extraneous variables that weaken internal and external validity.

4. Pre-test, Post-test, Experiment-group, Control-group Design. This is the classic design. It allows comparisons within and between groups that are as similar as randomization can make them. Note that the design is such that Mills' Method of Difference can be used to infer a causal relationship between X and changes in dependent variables from pre- to post-test, and differences between E and C groups at the post-test.



R  
O1 
X 
O2   






R  
O3     

O4   



Note, however, that the pre-tests weaken external validity. That is, groups outside of the experimental situation may not normally be pre-tested.

5. Solomon Four-group Design. This design formally considers sources of external invalidity, especially the reactive effects of testing. 
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Comparison of O2 and O4 suggests the effects of X (but with the pre-test). Comparison of O5 and O6 suggests the effects of X without the pre-test, and enables you to assess the effects of the pre-test. Comparison of O2 and O5 also suggests effects of the pre-test. Comparison of O1, O6, O3 and O4 suggests the effects of the passage of time.

6. Post-test-Only Control Group Design. This is a useful design when pre-tests are not feasible. Note that randomization is an all-purpose assurance of a lack of initial bias between the groups. Compare with Designs 3 and 5. Is this design preferable to Design 4 because it handles the rival hypothesis of "testing"?
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C. Quasi-experimental Designs

Quasi-experimental designs lack control over exposure to X; i.e., when to expose, to whom, and ability to randomize group assignment. However, they do have true experiment-like features regarding measurement; e.g., whom and when.

7. Time-series Design. In this design, the apparent effects of X are suggested by the discontinuity of measurements recorded in the time series. The design is a moral alternative (and probably just as strong as) control-group designs in which subjects are denied a potentially-beneficial treatment.
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Compare this design with Design 2. "History" is the major weakness of this design, which might be handled using control by constancy or a different design (e.g., multiple time series).     

8. Equivalent Time-samples Design. This is a form of time-series design with repeated introduction and removal of X with the same group or individual. It is sometimes called an "intra-subject" or "intra-group reversal (or replication)" design. Note the use of concomitant variation to establish the effect of X.
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9. Nonequivalent Control Group Design. The groups involved might constitute natural collectivities (e.g., classrooms), that are as similar as availability permits, but not so similar that one can dispense with a pre-test as a way to determine equivalendce. Exposure to X is assumed to be under the experimenter's control. 
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10. Counterbalanced Design. This design enables you to assess the effects of numerous conditions (e.g., treatments--1, 2, 3, 4) by exposing each group to the treatments, but in a different order.


Group A  X1O  X2O  X3O  X4O    




Group B  X2O  X3O  X4O  X1O     



Group C  X3O  X4O  X1O  X2O



Group D  X4O  X1O  X2O  X3O

A major problem with this design is multiple treatment interference. That is, Group A might show the most change during treatment 4, but this may be because Group A was previously affected by treatments 1-3. This possibility is partly handled by comparing Group A (at condition 4) with the other groups, where condition 4 happens earlier. Even so, it is a good idea to use random allocation. Otherwise, it could be argued that Group D, for example, was so low during treatment 4 because Group D was somehow different from Group A.

11. Multiple Time-series Design. In this design, each group is given several pre-tests and several post-tests, but the groups differ in their exposure to X. As with the counterbalanced design, the effects of several conditions can be tested.
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E1-E3 are different experimental conditions; e.g., different treatments.



The following table indicates how well each experimental design handles threats to validity. A "+" means that the design handles the threat. A "-" means that a design does not adequately handle the threat. A "?" means that the design's handling a threat is indeterminate. And a blank space means that the threat is irrelevant to the design.

How Well Each Design Handles Threats to Internal and External Validity
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